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The biggest news this nonth that of the OpenOifice project,
along with Cordova and Isis, becom ng ready to graduate from
the Incubator. As noted below, we feel that these projects are
capabl e of governing thensel ves as standal one TLPs according
to Apache policies and the Apache Way, and recommend the board
to accept the respective resolutions.

In other news, Jukka Zitting announced his intention to resign
as the IPMC chair due to changes in personal life. Discussion
about and nomi nations for the next |PMC chair are open, and we
expect to have a related resolution ready in tine for the
Novenber board neeting.

o Comunity

There were no changes to the Incubator PMC since our last report.
The | PMC currently has 168 nenbers.

The follow ng podlings are requesting graduation to Apache TLPs:

- Apache Cordova
- Apache Isis
- Apache OpenOfice

The Incubator PMC recommends the board to accept the respective resolutions.
The follow ng proposals for new incubating projects are being voted on:

- Apache Helix
- Apache Ripple

In addition there seens to be sonme interest in reviving the earlier idea of
bringi ng the BeanShel| project (http://beanshell.org/) to the ASF through
the I ncubator.

Meanwhi |l e the AWF podling was retired due to inactivity, and the Kitty
podling is voting to retire itself for the sane reason.

JSPWki is our oldest podling with over five years in the Incubator.
Activity in JSPWki was very low for a few years and they' ve yet to
create their first Apache release. Earlier this year they discussed
| eaving the Incubator and the ASF since they clearly weren't naking
much progress. That discussion led to sonme revival of activity and
the decision to continue in the Incubator. Unfortunately the podling
no | onger has enough active mentors, which has led to sone trouble
with premature attenpts at cutting rel eases or graduating. Despite
these troubles the podling is making progress, and with sufficient
help fromthe IPMC they might well becone ready to graduate within
a few quarters.

0 Rel eases
The follow ng incubating rel eases were nade since our |ast report:

- Septenber 20th, 2012: Apache Crunch 0.3.0-incubating
- Septenber 24th, 2012: Apache Anbari 0.9-incubating

- Cctober 1st, 2012: Apache Cordova 2.1.0-incubating

- COctober 8th, 2012: Apache Syncope 1.0.2-incubating

- Cctober 12th, 2012: Apache Kafka 0.7.2-incubating

The Wooki e podling has an open crypto export issue that's bl ocking
their release. Since it |ooks |like the issue can be resolved in time
and the podling can denpbnstrate ability to cut rel eases, they can
proceed towards graduation already before the resolution of that issue.



We di scussed key signing and various ways of getting nore podling
rel ease nanagers into the Apache web of trust. No concrete actions
have yet come out of that discussion, but there's been plenty of
good ideas that may end up being inplenented after a while.

o Legal / Tradenmarks

The Devi ceMap podling encountered a tricky issue with unclear
ownership of a data file they planned to use. The resolution for
now is to steer clear of trouble by not including that file.

See the DeviceMap report and the nentioned issue for nore details.

A sonewhat rel ated question cane up from d oudStack about how to
handle files that we can't redistribute due to upstreamlicensing

or Apache policies. They had a few such files in inported version
history, and the consensus was that it's fine as long as such files
are renoved fromthe heads of all active branches (so they won't be
included in releases) and that there's no need to nodify ol der
revisions as long as something like that is not explicitly requested.

o Infrastructure

The infra teamstarted | ooking at ways to streamine the various
tasks related to podling setup and graduation. In practice this
woul d nean meking podling infra resenble nore that of a standal one
TLP (for exanple with separate podling.incubator.apache.org or even
podl i ng. apache. org donai ns), which seens |ike a reasonable thing

to do as long as the incubation disclainmers renain promnent.

———————————————————— Sunmary of podling reports --------------------

Still getting started at the Incubator (2 podlings)
Blur, Drill
These projects are still getting started, so no i nedi ate progress

towards graduation is yet expected.
Not yet ready to graduate (11 podlings)
No rel ease: Celix, O oudstack, JSPWKki, VXQuery
Low activity: Chukwa, DeviceMap, Kitty, Tashi
Low diversity: EasyAnt, Mesos, ODF Tool kit

We expect the next quarterly report of projects in this category to
include a summary of their actions and progress in solving these issues.

Ready to graduate (1 podling)
Kaf ka

We expect this project to graduate within the next quarter.

(i ncubating since August 2012)

Apache Blur is a search platform capable of searching massive anpbunts of
data in a cloud conputing environnent.

| ssues needi ng Board/ | ncubator PMC Attention:
- None.
Key Activities:
- Gt repois just nowin place - code cloned from G thub and updated

to latest revision so the code cl eanup (package naming, licensing, etc.)
are in the works.



- We decided to add a wi ki and thanks to infra@that's now up.
- Website is created and CV5-ifi ed.

- Public Blur hack sessions/nmeetups are being held (Mndays) at
Near Infinity with sumaries posted on dev |ist.

Communi ty:

- Issues are being created and worked w th discussions of
new features and nodifications on the mail-1list.

- Subscriptions: users@- 19[+2]; dev@- 21[ +3]
Si gned-of f-by: twillians

Celix is an inmplenentation of the OSG Specification in C
Celix entered incubation on Novenber 2, 2010.

Over the last nonths we have focused on creating a first release for Celix.
As is mentioned in the graduation plan [1] we hope that a release will create
nore conmmunity. We have prepared the code base and website for rel ease

and we are very close to making a rel ease.

The previous report [2] nmentioned that we are working on a "Native-0OSG ",
which could attract nmore community. This discussion continued in July on
the mailing list, but got quiet after that. There will be a tal k about

Native-OSG for ApacheCon EU and EclipseCon EU and we expect that this
will create attention for Celix.

Most inportant issues to address before we can graduate:
Make a first release, growing the community and attracting nore conmtters.
Any issues the Incubator PMC or ASF board need to be aware of:
None at this tine
How has the community devel oped since the |ast report:
There has been a small decrease on activity on the mailing list,
hopefully this is a tenporary decrease due to the holidays. W did
receive patches froma contributor.
How has the project devel oped since the |ast report:
We are still working towards a first release. The code base has been
prepared for release and the website got sone attention based on the

shepherd's view fromlast report.

[1]: http://incubator. apache. org/cel i x/ comrunity/boardreports/boardreports. ht M #2012- 04
[2]: http://incubator. apache. org/celix/community/boardreports/boardreports. htm #2012- 07

Si gned-of f-by: marrs, jukka, wave

Chukwa is an open source data collection systemfor nonitoring |arge
distributed systens. Chukwa is built on top of the Hadoop Distributed
File System (HDFS), HBase and Map/ Reduce framework and inherits Hadoop's
scal ability and robustness. Chukwa al so includes a flexible and powerful
tool kit for displaying, nonitoring and analyzing results to make the best
use of the collected data.

I ncubating since July, 2010.



- Mailing lists have some activities.
- 2 new conmtters since July.
- 3 new contributors subnmitted patches since |ast report in July.

Most inportant issues to address:
Growi ng the community, especially a new rel ease manager
Any issues that the Incubator PMC or ASF Board night w sh/need to be aware of:
None at this tine.
How has the conmmunity devel oped since the |ast report:
Plan to release version 0.6 to fix sone of the najor bugs in version 0.5.
How has the project devel oped since the |ast report:

More patches are received fromnew conmitter and contributors.

The new patches are better quality to polish Chukwa code base for
0.6 release. Chukwa comunity need to train new rel ease nanager to
rel ease Chukwa 0.6 to ensure the community can continue to flourish.
The previous concern of inactive devel opnent is |ess concerning than
during January to July tinme frane.

Si gned- of f -by: cdougl as, berndf, jukka

Cl oudSt ack

CloudStack is an laaS (“Infrastracture as a Service”) cloud orchestration
platform O oudStack has been in incubation since 2012-04-16

A list of the three npst inportant issues to address in the nove towards
graduation

1. Continuing to build the conmmunity and increase diversity
2. Shipping a rel ease
3. Transfer tradenark, etc. to Apache

Any issues that the Incubator PMC (1 PMC) or ASF Board wi sh/need to be aware of ?
No issues at this time
How has the community devel oped since the |ast report?

The project has continued to inprove its diversity, adding

Chip Childers, John Kinsella, and Wdo den Hol | ander to the PPMC
and 3 new committers since the nonth of August. (Mce Xia, Jason
Bausewei n, and Joe Brockneier.) W have also taken on a new nentor,
Noah Sl ater.

Contri butors and committers have been active in pronoting O oudStack
at events, such as LinuxCon, Chio LinuxFest, PuppetConf, a get-together
at Schuberg Philis, and a nunber of other events.

The comunity is participation at LinuxCon EU and ApacheCon EU and
a nunber of other events through the remai nder of 2012.

Citrix is acting as primary sponsor of a O oudStack Coll aboration
Conference for Novenber 30 through Decenber 2 in Las Vegas. The
conference is open to the community, and programming for the event

wi Il be chosen by a committee that includes nmenbers of the C oudStack
community outside Gitrix.

How has the project devel oped since the |ast report?

The pending 4.0 rel ease has been branched. The project has nade a great
deal of progress towards the 4.0 rel ease, handling a nunber of technical
i ssues (such as a nove to Maven) and resolving al nost all known | egal

i ssues that woul d pose an obstacle to a release. The sole remaining



bl ocker is under discussion and should be resol ved shortly.

The Jira instance for C oudStack was stood up in early Septenber. License
checks have been automated to ensure that we remain conpliant with Apache
gui del i nes goi ng forward.

Si gned-of f-by: nslater, nfranklin

Devi ceMap

Apache DeviceMap is a data repository containing device information, inmages
and other relevant information for all sorts of nobile devices, e.g.
smart phones and tabl ets.

Entered incubation on January 3rd, 2012.

There are no issues that require the Incubator PMC's or the board's attention.
No new committers or PPMC nenbers, and very low activity so far, but the
OpenDDR code that was nmentioned in the incubation proposal has just been
donat ed, which should help notivate people to beconme nore active.

The donation included a data file with had been subject to a DMCA takedown
request while hosted at G thub. After sone discussion we decided to exclude
that file fromthe donation, as the ownership of part of that data is hard
to establish. Details at https://issues.apache.org/jiralbrowse/ DVAP-11 which
also links to threads on general @ncubator. a. o.

The next steps are preparing that code for a first release, and discussing
how to best integrate the data that OpenDDR has been collecting thensel ves

and as such can be contributed w thout problens.

Si gned- of f -by: bdel acretaz (mentor), jukka

Drill's goal is to build an open source clone of Drenel with appropriate
extensions to foster greater flexibility.

Drill has been incubating since Septenber of 2012.

Since last nmonth, we have been working on infrastructure. A prototype
web-site is ready and several code contributions are nearly ready to commit.

Graduation is still very far away, but the community activity has been high
and the mailing list has been active. Nunerous public presentations have
been made and several Drill Users' Groups have been fornmed and neetings held.

Most inportant issues to address before we can graduate:

Get the basics in place, build up a working code base, nmake rel eases
(that is, everything)

Any issues the Incubator PMC or ASF board need to be aware of:
None at this tine

How has the community devel oped since the |ast report:
Several active contributors outside the current conmmtter group
have energed. W are working to bind these new contributors into the
community and several appear likely to becone commtters over tine.

How has the project devel oped since the |last report:

The conmunity has begun to gel nicely and significant code contributions
have noved forward.

Si gned- of f -by: Ted Dunning acting for Grant Ingersoll



EasyAnt

EasyAnt is a build system based on Apache Ant and Apache |vy.
I ncubating since 2011-01-31.

Since the last report, there were discussion about the graduation process of
EasyAnt. There was confusion about what would be its final place - either a TLP
or a subproject of the Ant TLP - and the inplication about the 'graduation’
process.

Thi ngs have been cleared with a vote: the EasyAnt project menbers are willing
to join the Ant TLP. So there is no actual need for a full classical graduation
process.

Then a vote happend in the Ant project about accepting EasyAnt as a subproject.
It failed, there were sone concerns about the activity of the project. There
were actually no veto, but an unsufficent nunber of binding +1.

So it has been decided to try again in a few nonth after showi ng some nice
activity on the EasyAnt project.

Alittle bit later, some Ant PMC nmenbers wote that they were 'unplugged when
the vote happend and were sorry to have missed it. A good sign for a retry of
the vote.

About the activity of the project since the last report: one commtter did
sone great job neking the code base ready to be rel eased. One other committer
was active on the dev mailing list. W have al so seen some non committers
aski ng questions about the use of the project.

The next step for the project:

- doing a release: it will show that the EasyAnt conmitters are dedicated to
maintain it and keep it going

- shortly after that, ask the Ant PMC again to accept EasyAnt as a subproject

- if accepted, EasyAnt could then | eave the Incubator.

Si gned-of f-by: ant, bodew g, jukka

JSPW ki

JSPW ki has been incubating since Septenber 2007.

JSPWki is a JSP-based w ki program

Still follow ng the objective of nmaking the first Apache rel ease:

A few JIRA issues were raised in this period due to incorrect handling of
external dependencies. They have been fixed, so there aren't any other
technical issues blocking a release. A new RC and a rel ease vote has been
cast in jspw ki-dev, with 10 +1 (6 from PPMC nenbers). However, we don't
have any | PMC vote yet, so the release thread was forwarded to general

on Friday 26th.

It's likely that we will have our first Apache release during the first
weeks of Cctober.

The nmin issues blocking graduation keep being the sane as in the |ast
report: resolution acceptance, comunity and | PMC graduation vote, the

latter requiring at |east one ASF rel ease.

The devel oper list currently has 91 subscribers; and the user |ist has
186 subscri bers.

Si gned-of f -by: j ukka
| PMC conmments: See paragraph on JSPWKki in the report summary.



Kaf ka
(introduced to Apache incubator on Jul 4, 2011)

Kaf ka provides an extrenely high throughput distributed publish/subscribe
messagi ng system Additionally, it supports relatively |long term persistence
of messages to support a wide variety of consumers, partitioning of the
nmessage stream across servers and consuners, and functionality for |oading
data into Apache Hadoop for offline, batch processing.

A list of the three npst inportant issues to address in the nove towards
graduation:

None. W started a graduation discussion on our nailing list. This was
slightly del ayed due to focus on the devel opment of the intra-cluster
replication feature.
Any issues that the Incubator PMC or ASF Board night w sh/need to be aware of:
None.
How has the conmmunity devel oped since the |ast report
The mailing list continues been very active with bug reports, patch
subm ssions, feature requests and use case discussions. [(Jul, Aug, Sep):
kaf ka-users (155, 164, 126); kafka-dev (445, 532, 589)].
Recei ved and revi ewed several major patches especially in the 0.8 branch.
How has the project devel oped since the |ast report.
Intra-cluster replication (KAFKA-50): Devel opnent has been very steady on
this feature. (Hence the double volunme of emails on kafka-dev since the
last report.) W set up a devel opnent dashboard at
https://cw ki .apache. org/ confl uence/ di spl ay/ KAFKA/ Kaf ka+r epl i cati on+devel opnment

that gives an overview of the remaining work for that release.

The vote for Kafka 0.7.2 is currently underway. This will be the third
Kaf ka rel ease after its introduction to Apache incubator.

Si gned-of f-by: cdougl as, bmargulies

(No report. Kitty is voting to retire itself due to inactivity.)

By Shepherd: Retirenent VOTE thread is +3 to retire with no other votes.
It has not been closed, but was started on Cctober 1.

Si gned- of f -by: Wave (shepherd)

Mesos is a scal able cluster manager that can dynamically share resources
between nultiple conputing frameworks, including Hadoop, Spark, MPI, and Storm

Mesos entered i ncubati on on Decenber 23, 2010.
Progress since the |ast report:

- Added mesos-0.9.0-incubating.jar to Maven central .
- Inmproved build to include warnings and errors.
- Fixes related to ZooKeeper usage to deal with network partitions.
- Committed cgroups isolation nodul e and additional updates and fixes.
- Nunerous updates to webui, including prelimnary access to files of
runni ng frameworks.
- Lots of reviews (https://reviews.apache. org/ dashboard/ ?vi ew=t o- gr oup&gr oup=nesos) .

Top priorities prior to graduation:



- Continue to grow community (lots of questions on the nailing list).
- Add nore committers
- Establish a 6-week rel ease cadence.

I ssues for Incubator PMC or ASF Board:

Not all committers have access to Jenkins, which nakes updating tests
a sl ow bottl enecked process.

Si gned- of f-by: tomwhite, jukka
I PMC comments: Jenki ns access granted.

ODF Tool ki t

The ODF Toolkit is a set of Java nodul es that all ow progranmmatic creation,
scanni ng and mani pul ati on of OpenDocunent Fornmat (I1SQ'| EC 26300 == ODF)
docunents. Unlike other approaches which rely on runtine mani pul ati on of
heavy-wei ght editors via an automation interface, the ODF Toolkit is

I'i ghtwei ght and ideal for server use.

ODF Tool kit entered incubation on Aug 1st, 2011.
Qur last release was January 14th, 2012.

We voted in our nost recent conmitter on Septenber 27th, 2012.
Most inportant issues to address:
Growi ng the community, especially attracting new devel opers. Generally
we'd be pleased to attract 2 or 3 additional active commtters, have
anot her release, and then we think we'd be well-positioned for graduation.
Any issues that the Incubator PMC or ASF Board nmight w sh/need to be aware of:
None at this tine.

How has the conmmunity devel oped since the |ast report:

We successfully conpleted two GSoC projects. However neither led to |onger
term engagenment with the project.

W' ve seen an increase in inconmng patches fromusers, and have a new
active contributors. One was just voted in as a Conmitter/PPMC nmenber.

How has the project devel oped since the |ast report:
Wor ki ng on next rel ease.
Si gned-of f-by: bnargulies

2012- Cct ober Tashi | ncubator Status Report
Tashi has been incubating since Septenber 2008.

The Tashi project ains to build a software infrastructure for cloud
conputing on messive internet-scale datasets (what we call Big Data).
The idea is to build a cluster nanagenment systemthat enables the Big
Data that are stored in a cluster/data center to be accessed, shared,
mani pul at ed, and conputed on by renpte users in a convenient, efficient,
and safe nanner.

Tashi originally enconpassed just the tools to nanage virtual machines
using Xen and QEMJ, but has been nerged wi th Zoni, which manages the
physi cal aspects of a cluster |ike power control, network settings and
handi ng out physical machines.

Activities July-Cctober:



In the period fromJuly to Cctober, the project did not ask to nake
anot her incubating release, but is ready to start the process for a new
rel ease incorporating the devel opment efforts of the [ast 6 nonths.

Devel opnent efforts this period have included providing a separate
admini stration client, allowi ng addition of users and networks, and host
reservations and availability for scheduling.

The project has received code contributions fromone non-commtter in
this period. Diogo Gomes provided support for deriving the I P addresses
of guests automatically, w thout having to scan the subnet. Thanks Di ogo!

Addi tional stability and user experience inprovenents were al so
conmi tted.

Upcomi ng software goals are to investigate what is needed to support

| Pv6, replace RPyC, and to provide the ability to hand out server slices
(operating systemlevel virtualization). Besides CPU and nenory, disk
storage should al so be a schedul abl e resource.

The project has a user community, but it is small. Growth nostly has
happened by word of mouth. To show potential users at large the utility
of this project, the author of this report is creating web pages to
denonstrate how to acconplish distributed conputing tasks. Base inmages
of (free) OSinstalls will be provided to allow new users to get started
quickly. Hopefully this will increase visibility of the project.

Itenms to be resol ved before graduation:

- Generate nore publicity for the project.
- Devel op nenbers of the user community to subnmit feature extensions.

Si gned-of f-by: nfranklin

The VXQuery Project inplements a standard conpliant XM. Query
processor for parallel evaluation.
I't has been in incubation since 2009-07-06.

VXQuery was able to mamintain the increased |level of activity that was
reported in the July report and nade significant progress towards conpleting
the XQuery functionality.

The remaining top issue is a release. Recently the preparations for the
first release have started and they are still ongoing. Release artifacts
shoul d be available and voted on in the next few weeks.

Si gned- of f-by: jochen, jukka
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