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Timeline

Wed March 06 | Podling reports due by end of day

Sun March 10 = Shepherd reviews due by end of day

Sun March 10 | Summary due by end of day

Tue March 12 | Mentor signoff due by end of day

Wed March 13 = Report submitted to Board

Wed March 20 = Board meeting
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P. Taylor Goetz
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Report content

I ncubator PMC report for March 2019

The Apache Incubator is the entry path into the ASF for projects and
codebases wi shing to become part of the Foundation's efforts.

There are presently 51 podlings incubating. During the nonth of February,
podl i ngs executed 8 distinct rel eases. W added one new | PMC nenber

(and new candi dates are bei ng considered) and we've had one | PMC

nenber retire.

W have two new podlings this nmonth, Apache Trai ning and Apache Cava (nane
wi |l change). Unom graduated |ast nonth and several podlings are heading

towards graduation in the next few nonths. There are currently a conversation

on accepting another new podling into the incubator.

Bat chEE took a vote to go to Apache Geronino or TLP and decided on TLP they
have given thenselves until June to graduate.

Both of the podlings that failed to report this last nonth subnmitted a
report this nonth.

Three podlings have not subnitted reports and will be asked to report them
next nonth.

They are:

- Spot

- Taverna

- VWarble

Warble is nostly inactive but has plans to address this.

QpenWi sk failed to get sign off by any mentors and will be asked to
report next nonth.

There was one | P clearance.

As reported last nmonth we have a problemw th unapproved rel eases. Checking
ot her podlings showed several that are neking unapproved rel eases or have
brandi ng and trademark issues. Several where contacted and have fixed the

i ssue.

ECharts has several issues that are still outstanding but their nentors and
their PPMC are dealing with it.

A podling (Zipkin) went straight to the board with a conplaint that the
incubator is unfriendly. (Their first release had a -1 | PMC vote for
including conpiled code in a source rel ease and was nuddi ed by further
comments that were not pertinent to the -1 vote) Since then there has been
nunber of conversations on private and public lists about this (and other
issues) and it's brought up some old "the incubator is broken" threads.
The | PMC has been given many suggestions for inprovenent. Sone of the
suggestions for incubator change are positive and are likely to show
benefits, sone ignore recent inprovenents in the incubator and refer to how
the incubator was in the past, and a couple seemto have little basis in
fact. Several conme from people who are not | PMC nenbers or are not
currently actively involved in the IPMC. The IPMCis reviewi ng all these
suggestions and will evaluate them and other ideas to see what is possible
to inplenent in the near future w thout having a detrinmental inpact on all
current podlings and nentors.

Sonme of these discussion about |PMC interference have already had a cooling
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effect of voting on releases and a couple of podlings needed to request
hel p on rel ease voting. One release that was put up for |IPMC vote,
seenmingly without nentor input, and it contained several significant ASF
policy issues.

There were several discussions about podlings releasing software outside the
ASF (mostly on docker and G tHub) and ways of providing guidance to themto
conply with ASF's legal, release, distribution and trademark policy that

got alittle derailed because of the above. It was noticed that GtHub is
publishing rel ease candidates (and in fact any tag) as a release. | believe
Infra has reached out to GtHub to see what can be done to inprove this.

* Conmunity

New | PMC nenbers:
Jan Pi ot r owski

Peopl e who left the | PMC
Hyr um Kurt

* New Podl i ngs

Trai ni ng
Cava

* Podlings that failed to report, expected next nonth are |isted above
* Graduations
The board has motions for the follow ng:
- None
* Rel eases
The follow ng rel eases entered distribution during the nonth of
February:
- MXNet 1.4.0
- OpenWhi sk Conposer 0.10.0
- Zipkin Brave for Apache Karaf 0.1.2
- Daffodil 2.3.0
- Dubbo OPS 0.1
- Doris 0.9.0
- Dubbo Spring Boot Project 2.7.0
- PLC4X 0.3.0
* | P O earance
Apache Arrow Rust DataFusion
* Legal / Trademarks
N A
* Infrastructure
N A
* M scel | aneous
A couple of nmentors were found for podlings with | ess than 3 nmentors.

A few ol d unused incubator mailing lists were shut down.

A di scussion come up about short non-ASF domai n names and hosting copies
of ASF sites in China.
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BRPC is an industrial-grade RPC franework for building reliable and high-
perfornance services.

BRPC has been incubating since 2018-11-13.
Three nost inportant issues to address in the nove towards graduation:
1. Repo has been just noved to apache orgthanks for apache infra's help

Begin to prepare an apache rel ease
3. Community buidling is going on

N

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

Community is a little shy, sone nore activities could be occurred in the
mail |ist.

How has the conmmunity devel oped since the |ast report?
Added one PPMC nenber
How has the project devel oped since the |ast report?

The repo has been nobved to apache git hosted on github, commtters are
wor ki ng on renmining comrit perm ssion issues

How woul d you assess the podling's maturity?
Very begi nning of the podling

Pl ease feel free to add your own commentary.
[x] Initial setup
[x] Working towards first rel ease
[ 1 Community building
[ 1 Nearing graduation
[ 1 Oher:

Date of |ast rel ease:

No Apache rel ease



Wien were the last committers or PPMC nenbers el ected?
Added one PPMC nenber-JerryTan

Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |list any open issues
that need to be addressed.

Dave is very hel pful to push apache infra to work on repo transfer, and
added jerrytan as new PPMC menber.

Von Gosling is also trying his best to encourage ppnt nenbers to be nore
active and make di scussi on about the feature devel opnment in the comunity.

Si gned- of f - by:

[X](brpc) Kevin A\ McGail
Comments: 1'Il try and be nore hel pful. I've subscribed to dev
and private.
[ 1(brpc) Jean-Baptiste Onofré
Comment s:
[x] (brpc) Von Gosling
Comment s:

| PMC/ Shepherd notes:
Dave Fisher: now the the git repository has finally been transferred and
the correct nmenbership is on the PPMC the podling can finally get sone
community traction.
I plan to keep a close eye and will ask to officially nmentor if needed.
Von Gosling: community shoul d be encouraged to nake nore discussion in the
mail list.

Crail is a storage platformfor sharing performance critical data in
di stributed data processing jobs at very high speed.

Crail has been incubating since 2017-11-01.
Three nost inportant issues to address in the nove towards graduation:

1. Community buil ding: Increase on nunber of contributors
and users.

2. Further increase project visibility

3. Make Crail better consumable / cooperate with other projects on
Crail integration.

Any issues that the Incubator PMC (1 PMC) or ASF Board w sh/need to be
awar e of ?

How has the community devel oped since the |ast report?

* The OSDI' 18 paper on El astic Epheneral Storage for Serverless

Anal ytics (based on Apache Crail) increased projects visibility

noti ceabl e.

* W& added two bl og posts to the projects Apache horme page. One

bl og covers the performance of the Crail Python API, another

efficient shuffle data di s-aggregation via Crail.

* The @\pacheCrail twitter account has 155 followers. W use it to
regularly tweet the availability of new bl og posts, code rel eases etc.

How has the project devel oped since the |last report?

* Bug fixes for current release.

* Started eval uation of options for adding fault tol erance/robustness

to Crail service.

* Started native C++ inplementation of Crail tailored to Machine Learning
framework integration (such as TensorFlow, PyTorch, etc.)

How woul d you assess the podling's maturity?



Pl ease feel free to add your own commentary.

] Initial setup

] Working towards first rel ease
x] Communi ty buil di ng

] Nearing graduation

] G her:

Date of |ast rel ease:
Nov- 26- 2018
Wien were the |ast committers or PPMC nmenbers el ected?
Decenber 4th, 2018
Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |list any open issues

that need to be addressed.

* Qur nmentors are very helpful. We are very happy we got Felix Cheung
offering help as a third nentor.

Si gned- of f - by:

[x](crail) Felix Cheung
Comment s: Good work on external community; would |ove to see nore
traffic on dev@

[x](crail) Julian Hyde

Comrents: | enjoyed the blog post. Crail seemto be doing the right
things to attract conmunity, hoping that we see new contributors
soon.

[x](crail) Luciano Resende

Conment s:

| PMC/ Shepherd notes:

Daf f odi |

Apache Daffodil is an inplenmentation of the Data Format Description
Language (DFDL) used to convert between fixed format data and
XM/ JSON.

Daf f odi | has been incubating since 2017-08-27.
Three nost inportant issues to address in the nove towards graduation:

1. Increase comunity growth and participation

2. Establish a frequent rel ease schedul e

3. Work with other Apache projects where Daffodil could provide
extra functionality

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

- None
How has the conmmunity devel oped since the |ast report?

- A user is developing a DFDL/Daffodil class, |eading to nany good
di scussions on the users@mailing |ist

- Apache PLC4AX has devel oped a DFDL schema and used Daffodil as a
means to parse Industrial |oT data

- Continued discussions and investigations to integrate Daffodil

wi th Apache N Fi

- M ke Beckerle gave a talk at a local Meetup in Decenber, |eading
to sone discussions on the users@|i st

- Steve Lawrence is scheduled to give a talk at the Apache Roadshow
in DC, March 25

- Contributions nade fromtwo first time Daffodil contributors



How has the project devel oped since the |ast report?

- 44 commits from5 different devel opers
- 62 issues created, 57 issues resolved

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

[ 1 Initial setup

[ 1 Wrking towards first rel ease
[X] Community building

[ 1 Nearing graduation

[ ] Cher:

Date of |ast rel ease:
2019- 02- 26
When were the |ast committers or PPMC nenbers el ected?
- None, sanme as project incubation
Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues

that need to be addressed.

- W have one inactive nmentor, but the addition of a new nentor
shoul d help with that

Si gned- of f - by:

[X] (daffodil) John D. Ament

Commrent s:

[X] (daffodil) David Fisher

Comments: The project is doing well with the code and hel pi ng users.
Focus on comunity growth is now required. Thank you CDutz for

ment ori ng!

[X] (daffodil) Christofer Dutz

Comments: Just started out being a mentor for Daffodil a week ago ...

| PMC/ Shepherd not es:

DLab is a platformfor creating self-service, exploratory data science
environnents in the cloud using best-of-breed data science tools.

DLab has been incubating since 2018-08-20.
Three nost inportant issues to address in the nove towards graduation:
1. Execute the SGA between EPAM and the ASF so code can be inported

Conpl ete on-boarding of initial commtters
3. Work toward an initial Apache rel eases

N

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

Not this tine
How has the community devel oped since the |ast report?
Al initial commtters have conpl eted on-boarding.

Al so we've seen addition of 3 nbre contributors: Anna Ol ovska, O eksandr
I sni uk and Denyan Mysakovets

How has the project devel oped since the |ast report?



The team fully switched our work to Apache Infrastructure: JIRA Gt.
Al so we' ve been working hardly towards first Apache rel ease.

Rel ease branch has been created and is waiting for further acceptance by
nmeans of voting in apache general mailing list.

W' ve al ready reviewed and fixed couple of enhancenents proposed by our
mentors in regards to the rel ease.

We' ve added bunch of new features, all of them described in rel ease notes:
https://github. con’ apache/i ncubator-dl ab/rel eases/tag/2.1

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

Initial setup

Working towards first rel ease
Conmmruni ty buil di ng

Nearing graduation

G her:

XXX

Date of |ast release:
N A

When were the last conmitters or PPMC nenbers el ected?
d eksandr |sniuk added as new PPMC 2/26/ 2019

Have your mentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |list any open issues
that need to be addressed.

We woul d highly appreciate if follow ng page could start being popul at ed:
https://incubator. apache. org/ projects/dlab.htm, currently there are nany
enpty pages, not all sections are filled in.

The team can provide all needed information, but unfortunately we don't
ability to Edit this page.

Si gned- of f - by:

[ 1(dlab) P. Taylor Coetz

Comment s:
[X] (dl ab) Henry Saputra

Comments: Working on first rel ease under Apache
[X] (dl ab) Konstantin |I Boudnik

Comment s:

| PMC/ Shepherd notes:

Dave Fisher: DLAB is yet another podling that does not understand that the
top 3 itens to address question is forward | ooking. The | PMC
needs to refine the question - English | anguage tenses can be
subtle. Since MON Wki is going away there is an opportunity
to do this.

Druid is a high-performance, colum-oriented, distributed data store.
Drui d has been incubating since 2018-02-28.
Three nost inportant issues to address in the nove towards graduation:
1. Conplete nore Apache rel eases
2. Move the website to Apache infrastructure

3. Continue to grow the community

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?



None.

How has the community devel oped since the |ast report?
- W see growh in the nunber of downloads for Druid, with a ~11%
conmpound weekly rate since the last podling report.
- W see a good rate of new PRs opened (between 10-30 opened weekly)
since the |last report.
- The project has been receiving ~25 Gthub stars added per week since
the last report.
- The next Druid neetup has been scheduled for April 2, 2019.

How has the project devel oped since the |ast report?

- Since the last report, we have had a total of 151 commits from 23
contributors

- W have rel eased 0.13.0-incubating, our first incubator release

- W have code frozen the branch for our second rel ease,
0.14.0-incubating, and we are currently preparing the rel ease candidate.
- W have updated our LICENSE and NOTICE files which were issues in our
first rel ease

- We are continuing to work on noving the project pages fromdruid.io to
drui d. apache. org

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

] Initial setup

] Working towards first rel ease
] Conmunity buil ding

X] Nearing graduation

] G her:

Date of |ast rel ease:
- Druid 0.13.0-incubating was rel eased on Dec 12, 2018.
Wien were the last committers or PPMC nenbers el ected?

The Druid PPMC el ected 10 new committers to the project on Novenber 20,
2018.

Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues
that need to be addressed.

They have been very hel pful.
Si gned- of f - by:
[x] (druid) Julian Hyde
Commrents: Druid are indeed close to graduation. W should start
di scussion on the dev list about what is left to do.
[ 1(druid) P. Taylor Coetz
Comment s:
[ 1(druid) Jun Rao

Conment s:

| PMC/ Shepherd not es:

Dubbo is a high-performance, |ightweight, java based RPC franework.

Dubbo has been incubating since 2018-02-16.

Three nost inmportant issues to address in the nove towards graduation:
1. Ensure PPMC is involved in organizing neetup.

2. Self-correcting things that are not done in Apache way.
3. Ensure nore decision are happening on list.



4. Add nore conmitters/ PPMC nenbers

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

None.

How has the conmunity devel oped since the |ast report?

*

New committer: (12 in total, 25%are from Al i baba)

* Taosheng Wi (tswstarplanet) has been voted as committer on 2019-01-23

* Xi anj un Ke(kexianjun) has been voted as commtter on 2019-1-25

* Kun Song(satansk) has been voted as committer on 2019-1-30

* Xiaojie Li(lixiaojiee) has been voted as committer on 2019-1-31

* Yuhao Bi (bi yuhao) has been voted as committer on 2019-2-2

* Zhongmi ng Hua(crazyhzn) has been voted as committer on 2019-2-18

New PMC nmenber: (19 in total, excluding nentors, 52% are from Al i baba)

* Yuhang Xi u(carryxyh) has been voted as pnt menber on 2018-12-20

* Yunkun Huang(htynkn) has been voted as pnt nenber on 2019-2-25

New users: (136 in total)

* 18 new conpani es reported their using of Dubbo since |ast report

Meet up

* Quangzhou Meetup was held on 2019-01-19, with online registration

~400, and on-site registration: 200+

* Nanjing Meetup: CFP is closed, topics selection is ongoing. The
ppnt is involved in all the way, including discussing scheduling, call
for participation, topic selection and etc.

Ecosyst em proj ect (under http://github. conldubbo, non-Apache

repositories)

* Future steps of how to deal with ecosystem projects has been di scussed
on the list, nost of themw |l be brought to ASF

* dubbo-sanpl es has been transferred into ASF

* dubbo-regi stry-nacos has been nerged into 2.6.x branch

* dubbo- confi gcenter-archai us has been del eted

* dubbo- spring-cl oud- proj ect has been del eted

* dubbo-netrics has been added, to avoid potential branding issue,

a discussion on renaning to netrics i s ongoi ng

These projects are being watched by Apache Dubbo PPMC and are
pl anni ng be noved to Apache once they neet the quality requirenent.

*

Br andi ng:
* The branding issues for start.dubbo.io has been identified and
the solution is being discussed
* Non ASF maven binary snapshot distribution has been identified
for nmodul e dubbo-registry-etcd3 and dubbo-rpc-native-thrift, the code
wi Il be nerge into incubator-dubbo repository.
* Unapproved maven binary distribution spring-boot-starter
0.1.2. RELEASE and 0.2.1. RELEASE are identified.
* Al the non Apache release in GtHub has been renaned to be
clearly different with Apache rel eases.

How has the project devel oped since the |ast report?

*

Dubbo spring boot starter 0.2.1 and 0.1.2 is rel eased on 2019-01- 27

Dubbo 2.7.0 is released on 2019-01-29

Dubbo spring boot starter 2.7.0 is released on 2019-02-14

Dubbo Ops 0.1 is release on 2019-02-15

Dubbo 2.6.6 is under rel ease vote

Dubbo 2.7.1 is under devel opnent

A dramatic increase of nmailing list discussion is observed:
* 2018-12-01~2019-02-28: 1135 emails, 96 participants, 203 topics
* 2018-09-01~2018-11-31: 663 emmils, 68 participants, 118 topics
* 2018-06-01~2018-08-31 : 680 emails, 85 participants, 128 topics

G thub stats: (Wth the increase of community, nore collaboration are

happeni ng)
*

*

2018-12-01~2019- 02-02: 332 issues closed, 382 pr closed
* 2018-09-01~2018-11-31: 182 issues closed, 190 pr closed
* 2018-06-01~2018-08-31 : 200 issues closed, 287 pr closed
* nunber of stars has grown from 22796 to 24735.
* contributors has been grown from 144 to 179.
* nunber of forks has grown from 15761 to 16603.
Community effort project:
* Wth the help fromcommunity, the code coverage has been increase



to 64%

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

] Initial setup
] Working towards first rel ease
1 Conmunity building
x] Nearing graduation
]

O her:

I think Dubbo is in a good shape towards graduation.
Date of last rel ease:
2019- 02- 15
When were the last committers or PPMC nenbers el ected?
2019- 02- 25
Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |list any open issues

that need to be addressed.

Yes, our nentors are very responsive and have provided many useful
f eedback.

Si gned- of f - by:

[ X] (dubbo) Justin Ml ean
Comments: Agree with the points Mark and ave raise. PPMC is being
nore proactive in fixing any issues.
[ X] (dubbo) Mark Thomas

Comments: | agree the podling is nearing graduation. Another nonth
or two to consolidate their understanding of how Apache
projects operates and | think they'Il be ready to graduate.

[ X] (dubbo) David Fisher
Comments: Podling is doing well. There is an ecosystem around Dubbo

where | P issues are nmurky. PPMC is appropriately evaluating
the status of related "Dubbo" projects. The correct questions
are being asked.

| PMC/ Shepherd notes:

Hi vemal |

H venmall is a library for machine learning inplenmented as Hive
UDFs/ UDAFs/ UDTFs.

Hi vemal | has been incubating since 2016-09-13.
Three nost inportant issues to address in the nove towards graduation:
1. Conmmunity growh (committers and users)

One or nore Apache Rel eases as an I ncubator project
3. Docunentation inprovenents

N

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

None
How has the community devel oped since the |ast report?
* Gthub watchers/stars are gradual |y increasing:
199 stars as of Mar 1 (was 181 on Nov 27)

* Twitter account @\pacheHi venall followers are gradually increasing:
189 followers as of Mar 1 (was 175 on Nov 27)



How has the project devel oped since the |ast report?
* Rel eased the second Apache rel ease v0.5.2 on Dec 3, 2018.

Since the last report, we have
* In the last 3 nonths, we opened 13 JIRA issues and closed 17 JIRA
issues as seen in https://goo.gl/QFQEF5 (as of Mar 1)

Creat ed Resol ved

Dec 2018 1 2
Jan 2019 6 6
Feb 2019 6 3

* Created 10 Pull Requests and closed 10 Pull Requests between Nov 28th
and Feb 28th.

https://github. con’ apache/i ncubat or-hi vermal | / pul | s?ut f 8=%E2%9C¥®38&q=i s¥BApr +cr eat ed¥8A2018- 11- 28. . 2019- 02- 28
https://github. conl apache/i ncubat or-hi vermal | / pul | s?ut f 8=%E299C¥93&q=i s¥BApr +cl osed¥3A2018- 11- 28. . 2019- 02- 28

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

[ 1 I'nitial setup

[ 1 Wwrking towards first rel ease
[x] Community building

[x] Nearing graduation

[ 1 Oher:

Date of |ast rel ease:
2018-12-03
When were the |ast committers or PPMC nenbers el ected?
- Elected Jerone Banks as a committer on April 2, 2018.
Have your mentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues
that need to be addressed.
- Koji is active at nentoring.
Si gned- of f - by:
[ 1(hivemall) Xiangrui Meng
Comment s:
[ 1(hivenall) Daniel Dai
Comment s:
[x] (hivermall) Koji Sekiguchi
Comments: We've released 0.5.2 in Decenber. W' ve noved repository to
gi tbox snoothly in January.
As the | ead PPMC, Makoto handl es the community nicely and

ot her PMC nenbers are cooperative team pl ayers.

| PMZ Shepherd not es:

Hudi provides atom c upserts and increnental data streans on Big Data

Hudi has been incubating since 2019-01-17.

Three nost inportant issues to address in the nove towards graduation:
1. Make frequent rel eases as per Apache gui delines

G ow comuni ty
3. Conplete SGA, transfer code to ASF infra

N

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

* PODLI NGNAMESEARCH- 162 has been conpl eted, but is not reflected on VWi nsy



How has the community devel oped since the |ast report?

Project's still being setup. Few new user inquiries, 10+ signups on dev@
M

How has the project devel oped since the |last report?

Podl i ng name search has been conpl et ed (PODLI NGNAMESEARCH 162)

hudi . apache. org site has been published with community guidelines
Hudi | nprovenent Plan (based off Apache Kafka KIP) under review
Agreenment over code migration nethod, JIRA vs G thub Issues

. Submtted a Hudi talk abstract for upcom ng Berlin Buzzwords in June
2019

6. Issues migrated to Apache JIRA from github.

arwbpR

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

X] Initial setup

] Working towards first rel ease
] Community building

] Nearing graduation

] Gher:

Date of |ast rel ease:
Project still being established

Wien were the |ast committers or PPMC nmenbers el ected?
No new committers since incubation.

Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues
that need to be addressed.

Yes. Mentors are actively following up on M. questions and pointing out
gaps

Si gned- of f - by:

[ X] (hudi) Thonmas Wi se
Comments: Nice uptick on mailing list activity and col | aboration
t hi nki ng.

[x] (hudi) Luciano Resende
Comments: A formal inprovenent process such based on Kafka KIP
m ght be overkill for a podling that is actively |ooking for
growi ng the community. Usually these processes are inplenented
on big comunitites that want to have sone control over stability
or backward conpatibility of the code.

[ 1(hudi) Kishore Gopal akri shnan
Conmment s:

[ X] (hudi) Suneel Marthi
Comment s: Good adaption of the Apache Way by PPMC.

| PMC/ Shepherd notes:

| ceberg

Iceberg is a table format for large, slow noving tabular data.

| ceberg has been incubating since 2018-11-16.

Three nost inportant issues to address in the nove towards graduation:

1. Update build for Apache rel ease, add LI CENSE/ NOTI CE to Jars.
2. Make the first Apache rel ease.

(https://github. com apache/incubator-iceberg/ nil estone/ 1)

3. Gowthe |Iceberg conmunity



Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

* No issues that require attention.
How has the community devel oped since the |ast report?

* The community has continued to receive new contributors

* Several contributors are reliable helping review pull requests. Because
of these review contributions and the small nunber of committers, the
comunity voted to relax the RTC requirenents and allow committers to
push their own changes if the community has reviewed the PR This hel ps
devel op reviewers and gets changes in faster. The vote al so set reasonable
limts for this practice: PRs nust be up for at least 2 days and this is only
for the first year, while we are working with a snall set of conmitters.

How has the project devel oped since the |ast report?

* Podl i ng name search concluded that Iceberg is a suitable nane.
(See PODLI NGNAMESEARCH- 163)
* The community voted to accept a large PR with a Python inplenentation.
* Contributors are fixing inportant predicate push-down issues, including
case sensitivity, filtering on nested types, mssing file metrics, etc.
* Contributors added support for plugging in file streamencryption.

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

Initial setup (name clearance approval pending)
Working towards first rel ease

Commruni ty buil di ng

Neari ng graduation

Q her:

XX

Date of |ast rel ease:

None yet
Wien were the |ast committers or PPMC nenbers el ected?

None yet
Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |list any open issues
that need to be addressed.

Yes.
Si gned- of f - by:

[X] (i ceberg) Ryan Bl ue

Comments: | wote the first pass of the report.
[ 1(iceberg) Julien Le Dem
Comment s:

[X] (i ceberg) Omen O Mall ey

Comments: (Approval copied from+1 on dev list)
[ 1(iceberg) James Tayl or

Comment s:
[ 1(iceberg) Carl Steinbach

Conmment s:

10oTDB is a data store for managi ng | arge ambunts of time series data such as
timestanped data from|oT sensors in industrial applications.

1 oTDB has been incubating since 2018-11-18.

Three nost inportant issues to address in the nove towards graduation:



1. Release the first version;

2. refactor codes which are hard to understand for new devel opers, and
supply nore design docunents to hel p new devel opers.

3. Attract nore contributors;

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

- no.
How has the community devel oped since the |ast report?

- 4 new contributors joined the coomunity: review and nodify the English
docunents, add Apache Cal cite adaptor deno, and discuss in the mailing
list.

- Mailing list:

-- dev@miling list: 59 emails are sent, and can be divided into 18
threads (Apache Jenkins Pipeline notifications are exclude)

-- reviews@miling list: nmore than 420 nails are sent, for code review
and new branch creation notifications.

How has the project devel oped since the |last report?

- 48 PR are proposed totally, and 42 PR are nerged.

- 16 aut hors have pushed 50 conmits to master and 110 commits to all
branches.

- 31 issues (bugs, and feature requests) are |ogged on JIRA 15 of them
are resol ved.

- Dockerfile is created, which can attract nore users to try |oTDB.

How woul d you assess the podling's maturity?
- The project is grow ng.

Pl ease feel free to add your own commentary.
] Initial setup

x] Working towards first rel ease

x] Communi ty buil ding

] Nearing graduation

] G her:

Date of |ast release:

- NA
Wen were the last conmitters or PPMC nenmbers el ected?

- NA
Have your nmentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |list any open issues
that need to be addressed.

- very Hel pful.
Si gned- of f - by:

[X] (iotdb) Justin Ml ean

Comments: More effort needs to be made to have conversations on |ist.
[X] (iotdb) Christofer Dutz

Conment s:

[1(iotdb) WIlem N ng Jiang
Conment s:

[X] (iotdb) Kevin MG ail
Comment s:

| PMZ Shepherd not es:
Christofer Dutz: Allnost no discussions on list, requested the podling to
nmove discussions to the dev list.



Dave Fisher: It looks like Christofer's request is successful so far. No
di scussion yet if any contributors are |l ooking |ike good committers/PPMC
menbers.

Mar vi n- Al

Marvin-Al is an open-source artificial intelligence (Al) platformthat helps
data scientists, prototype and productionalize conplex solutions with a

scal abl e, | ow Il atency, |anguage-agnostic, and standardi zed architecture

whil e

sinplifies the process of exploration and nodeling.

Marvi n- Al has been incubating since 2018-08-21.

Three nost inportant issues to address in the nove towards graduation:
1. Move devel opnent infrastructure to Apache
2.Build Conmunity
3. Buil d Rel eases

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

* No.
How has the conmmunity devel oped since the |ast report?

* The project began to receive help fromcommunity nenbers.
* The community started di scussing new rel eases.

How has the project devel oped since the |ast report?

* New i mprovenents in docunentation and official website
* Sone inprovenents for a new rel ease

Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues
that need to be addressed.

* At least two of the nentors are sonetines active.

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

] Initial setup
x] Working towards first rel ease
1 Community building
] Nearing graduation
]

O her:

Date of |ast rel ease:
XXXX- XX- XX
Wien were the |ast committers or PPMC nenbers el ected?
* NA
Si gned- of f - by:
[ T(marvin-ai) JimJagiel ski
Comment s:
[x] (marvin-ai) Luciano Resende
Comments: What are the missing itenms around
*1. Move devel opnent infrastructure to Apache’
[ T(marvin-ai) WIIiam Col en

Conment s:

| PMC/ Shepherd not es:



M/riad enabl es co-exi stence of Apache Hadoop YARN and Apache Mesos toget her
on the same cluster and all ows dynanmi c resource allocations across both
Hadoop

and ot her applications running on the sane physical data center
infrastructure.

Myriad has been incubating since 2015-03-01.
Three nost inportant issues to address in the nove towards graduation:
1. MYRIAD-283: Prepare for 0.3.0 release (Voting right now)

MYRI AD- 280: | nprove overall stability
3. MYRIAD-279: Reworking a new U design

N

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

We need new nentors, we have only one active nmentor right now. W have

to increase the coomunity and we have to increase the nunber of mentors
too. The PPMC nunber is a problemtoo, we are only two PPMCs/committers,
so we have problens with the m ni num nunber of votes for consensus.
https://ww. mai | -archi ve. conidev@ryri ad. i ncubat or. apache. or g/ nrsg02661. ht m

How has the conmmunity devel oped since the |ast report?

An increnment of activity and newconers with a desire to contribute,
in particular in the scope of the user interface, and at |east three
new users ready for contributing.

How has the project devel oped since the |ast report?

After a few years of inactivity the project is slowy getting activity,
as a matter of fact we are right nowin the voting process of a new
rel ease apache-nyriad-0. 3. 0-i ncubating-rcl.

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

Initial setup

Working towards first rel ease

Communi ty buil di ng

Nearing graduation

QG her: Al nost ready for a new rel ease, vote pending right now.

XX

Date of |ast rel ease:

The 0.2.0 rel ease was issued on Jun 29, 2016. The .3 release is planned
for the next days, if we have any help for unlocking the rel ease.

Wien were the last committers or PPMC nenbers el ected?

2018- 05-22 New committer/PMC nenber Juan P. G laberte.
2018-03-28 New conmitter/PMC nenber Javi Ronan.

Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues
that need to be addressed.

W have only one active nentor, so we have new nentors as soon as
possible, this is one of the our main issues, we need help.

Si gned- of f - by:

[ 1(nyriad) Benjam n Hi ndnman
Comment s:

[X] (nmyriad) Ted Dunning
Comment s:



| PMC/ Shepherd notes:

Nenp is a data processing systemto flexibly control the runtime behaviors
of a job to adapt to varying deploynent characteristics.

Nenp has been incubating since 2018-02-04.
Three nost inmportant issues to address in the nove towards graduation:
1. Gow the community (conmitters, contributors, users)

More rel eases
3. Add and i nprove features

N

Any issues that the Incubator PMC (1 PMC) or ASF Board w sh/need to be
awar e of ?

None.
How has the community devel oped since the |ast report?

* Conmitters actively involved in sending PRs and doi ng code reviews

* Engaged with the Beam community to register Nenp as an official Beam
runner

* Started to attract new contributors

* Ran a Nenp tutorial in an open-source project venue

How has the project devel oped since the |ast report?

* Donated code to ASF

* Released 0.1 (the first rel ease!)

* Conmitter’s guide added

* Added Nenp Wb Ul

* Created an official Beam runner

* Inproved metric collection and storage
* | nproved skew handling pass

* Refactored runtine pass and | R DAG

* Fi xed skew handl i ng bugs

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

[ 1 Initial setup

[ 1 Wwrking towards first rel ease
[X] Community building

[ 1 Nearing graduation

[ 1 Oher:

Date of |ast rel ease:
2018-12-31 release 0.1
When were the |ast committers or PPMC nenbers el ected?
None yet.
Have your mentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues
that need to be addressed.
The conmmunity has been receiving nuch hel p fromour nentors!
Si gned- of f - by:
[ X] (nemp) Davor Bonaci
Comments: Good progress; nothing to add. Focus on community buil ding
needed goi ng forward.

[ X] (nemd) Hyunsi k Choi
Conment s:



[ X] (nemp) Byung- Gon Chun
Conmment s:

[ 1(nermp) Jean-Baptiste Onofre
Comment s:

[X] (nemp) Markus Wi ner
Comment s:

| PMC/ Shepherd notes:

Onid is a flexible, reliable, high performant and scal able ACI D
transactional framework that allows client applications to execute
transactions

on top of MVCC key/val ue-based NoSQ. datastores (currently Apache HBase)
provi di ng

Snapshot 1sol ati on guarantees on the accessed dat a.

Om d has been incubating since 2016- 03-28.
Three nost inportant issues to address in the nove towards graduation:

1. Optimise Orid for the integration with Apache Phoeni x.

2. Docunent additional features added for the integration with Apache
Phoeni x, as well as, the low latency algorithm

3. Cet positive feedback fromother projects currently in Apache.

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

How has the conmmunity devel oped since the |ast report?

Integration with Apache Phoeni x was over, we are currently working on
opti misation.

How has the project devel oped since the |ast report?

1. Release 1.0.0 was published and includes all the Phoenix required
features.

2. The Apache Phoeni x code that uses Orid was committed and currently
Orid serves as Phoeni x transaction processor.

3. W are currently working on a mnor release in Ond, 1.0.1, that
includes optinization to Orid that inferred fromthe integration with
Phoeni x.

These features nostly inprove the performance of Orid, however, sone
are bug fixes that revealed by the integration with Phoenix while pushing
Orid to its corner cases.

We will start the release process in a few days. Jiras 124 - 135 w ||
be part of the release.

How woul d you assess the podling's maturity?
Pl ease feel free to add your own conmentary.
] Initial setup
] Working towards first rel ease
] Conmunity buil ding
X] Nearing graduation
] Oher:
Date of |ast rel ease:
2018-12- 24
Wien were the last committers or PPMC nenbers el ected?

2018-09-25

Have your mentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues



that need to be addressed.
Qur nentors are extrenely responsive and hel pful.
Si gned- of f - by:
[X] (omid) Al an Gates
Comments: | don't see any of the issues |isted under "Three nost

inmportant issues to address in the nove towards graduation" as bl ockers for
graduation. The comunity has done nultiple rel eases and added one

committer. Developnent is slow but consistent. | do not believe the
comrunity has done a name search yet to make sure Ormid is acceptable.
AFAIK that is the only blocker for graduation. |[|'ve given this feedback to

the comunity.
[X] (omi d) Janes Tayl or
Conmment s:

| PMZ/ Shepherd not es:

OpenWhi sk

OpenWi sk is an open source, distributed Serverless conputing
platformable to execute application logic (Actions) in response
to events (Triggers) fromexternal sources (Feeds) or HITP
requests governed by conditional logic (Rules). It provides a
programm ng environnment supported by a REST APl -based Comrand
Line Interface (CLI) along with tooling to support packagi ng and
catal og services. The OpenWi sk platform conponents are packaged
as Docker containers and can be deployed directly to Docker or
depl oyed usi ng Contai ner Franeworks such as Mesos, Kubernetes,
Conpose, and YARN.

OpenWi sk has been incubating since 2016-11-23.

Three nost inportant issues to address in the nove towards graduation:
1. Cose legal transfer of trademark on "OpenWi sk" nanme and
logo to ASF from | BM
2. Conplete project maturity nodel assessnent and fornal
graduation process.
3. Inprove rel ease automati on. A conprehensive OpenWi sk
rel ease includes over 20 sub-conponents, each drawn fromits

own github repo and each packaged as a separately

downl oadabl e source rel ease.

a. Rel ease process/autonation/docunentation are here
https://github. com apache/ i ncubat or - openwhi sk-r el ease.

b. During incubation, we have nade over a dozen conforning
Apache rel eases of sub-conponents. W have devel oped
reasonabl e automation for releasing a group of
sub- conponents, but there is a need to further define and
automate the process of making a unified release of a
coherent set of rel eased sub-conponents.

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be aware
of ?
1. Formal hand-of f of OpenWhisk trademark/logo from|BM needs to be
execut ed; hopefully this will happen at the March ASF Board neeting.
2. The podling was down to one active mentor for several nonths,
whi ch has nade getting the required mnimumof 3 positive |PMC
votes for each rel eased conponent a significant challenge. This
had a negative effect on project velocity and PPMC norale. At
the time of this report, the IPMCis taking action by soliciting
additional nmentors to help the project finish out its incubation.

How has the community devel oped since the |ast report?
+ dev nailing list activity:
+ W have inplenented an autonated process to post a daily
archive of the OpenWi sk Team Sl ack to our dev mailing list.
+ Increased use of the dev list for technical discussion,
especi al ly around rel easi ng sub-conponents and ensuring



awar eness of significant PRs before nerging.
+ i ncubator-openwhi sk Gthub stars: 3,825 (+168 since last report)
+ i ncubat or - openwhi sk GtHub forks: 738 (+46 since |last report)
+ Slack conmunity:
+ 1,159 nenbers (+87 fromlast report). Very active in nost
channel's fromboth end users or the project and contributors
+ To-date: 141,783 nessages sent across all channels (+15,501
since last report)
+ Anal ytics: https://openwhi sk-team sl ack.confadm n/stats
+ The bi-weekly Zoom "Technical |nterchange" continues to be well
recei ved and attended.

Conpl ete videos posted to OW YouTube channel and detailed notes to our

CWKI .
+ New Contributors
+ 13 new | CLAs received (including some that were missed in the
previous two status reports):
1. Sam Baxter 6/11/18
Emanuel Russo 8/6/18
Prabhash Rat hnayake 10/ 2/ 18
Shawn Bl ack 10/2/18
Moritz Raho 10/4/18
Duy Nguyen 10/ 4/18
Sam H el nfelt 11/21/18
Marc Schwi nd 1/28/19
Avi Wit 2/5/19
10. Lars Andersson 2/8/19
11. Maciej Maecki 2/26/19
12. Somaya Jami| 2/27/19
13. Erez Hadad 3/1/19
+ 5 new peopl e Joined Community Technical I|nterchange calls and
i ntroduced thensel ves:
1. Thomas Pei kert: grad. student using OWN |ooking to nmake
contributions in future

CoNORrWN

2. Erez Hadad (I BM Research), working on Serverless, incl. ONand

knative, etc.

3. Rahul (Adobe) - working on sone depl. strat. starting a CWKI
post. ..

4. Lavanya (Adobe)

5. Manoj (Adobe) - SWquality engineer

How has the project devel oped since the |ast report?

1. There has been a focus on clearing the backlog of PRs and issues
across all our github repos, notivated by a desire to nake a
unified release of all the OpenWi sk system sub-conponents.
There is still significant work needed to clear out stale issues
in the core repository, but the PR backlog mentioned in nultiple
previ ous reports has been rectified.

2. Project technical highlights include (a) the addition of a .NET
runtime conponent, (b) merged support for concurrent activation
processing, (c) nmerged support for a "lean" system configuration
suited for resource-linmted hosts, (d) added the capability of
depl oyi ng OpenWhi sk on Apache YARN, (e) the unification of the
“wskdepl oy and “wsk® CLIs into a single “wsk™ cli.

How woul d you assess the podling's maturity? Please feel free to add
own conmentary.

] Initial setup

] Working towards first rel ease
] Community building

X] Nearing graduation

] Gher:

Date of |ast rel ease:

Apache OpenWhi sk Conposer vO0.10.0-i ncubating (2/27/19)

Links to latest releases of all conponents can be found here:
htt ps: // openwhi sk. apache. or g/ downl oads. ht ni

Wien were the last committers or PPMC nenbers el ected?
New Commi t t er s+PPMC:
1. Aivier Tardieu (2/27/19)

your



New Committers:
1. Mchele Sciabarra (1/8/19)
2. Rob Allen (1/8/19)

Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |list any open issues
that need to be addressed.

Qur sole remaining nentor has been hel pful and responsive, but

rel ease voting has been challenging. The recent efforts of the | PMC
to identify projects needing additional nentors and should all ow us
to regain our desired rel ease velocity.

Si gned- of f - by:
[ 1 (openwhisk) Bertrand Del acretaz
Comment s:

| PMC/ Shepherd not es:

Pinot is a distributed columar storage engine that can ingest data in real-
tinme and serve anal ytical queries at |ow |atency.

Pi not has been incubating since 2018-10-17.
Three nost inportant issues to address in the nove towards graduation:

1. Inproving docunentation
2. Cutting a rel ease
3. Building comunity contribution

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

None
How has the community devel oped since the |ast report?

External contributors have added some new features and inproved
docunent ati ons.
- Addi ng parquet record reader
https://github. com apache/i ncubat or - pi not/ pul | / 3852
- Addi ng an aggregation function for popul ation standard
vari ance
https://github. com apache/i ncubat or - pi not/ pul | / 3850
- Inproving docunentation
https://github. com apache/i ncubat or - pi not/pul | / 3826

How has the project devel oped since the |ast report?

- W finished to update LI CENSE/ NOTICE files for both source

and binary releases. (this itemwas ongoing for the last report)
- W have updated pomfiles for rel ease preparation.

(addi ng rat, maven-rel ease-plugin, maven-checksum plugin...etc)
- W are currently in the voting process for the first

Apache rel ease candi date.

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

] Initial setup

X] Working towards first rel ease
] Community buil ding

1 Nearing graduation

] Gher:



Date of |ast rel ease:
N A
Wien were the |ast committers or PPMC nenbers el ected?
We haven't had a change in committers or PPMC since our incubation.

Have your nmentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |list any open issues
that need to be addressed.

Yes, nentors have been very hel pful and have responded in a tinely
manner. They al so hel ped us on release verification for a community
vote.

Si gned- of f - by:

[ X] (pinot) Kishore Gopal akrishna
Comment s:
[ 1(pinot) JimJagi el ski
Comment s:
[ 1(pinot) Roman Shaposhni k
Conment s:
[X] (pinot) Aivier Lany
Conment s:
[X] (pinot) Felix Cheung
Comments: Congrats on vote passing on your first rel ease

| PMC/ Shepherd not es:

Pony Mail is a nmil-archiving, archive viewing, and interaction service,
that can be integrated with many enmil platforns.

Pony Mail has been incubating since 2016-05-27.
Three nost inportant issues to address in the nove towards graduation:
1. Gow comunity

Lower bar for participation
3. Get sone nore rel eases out

N

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

How has the community devel oped since the |ast report?
- No noteworthy devel opnment.

How has the project devel oped since the |ast report?
- Not hing noteworthy here either

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

Initial setup

Working towards first rel ease
Communi ty buil ding

Nearing graduation

O her:

XXX

Date of |ast rel ease:
2018-02-5
Wien were the last committers or PPMC nenbers el ected?

Have your mentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues



that need to be addressed.
Si gned- of f - by:

[X] (ponyrail) John D. Anent

Comments: Project is looking to start picking up traction again which is good. Hopefully it can sustain.
[ X] (ponynail) Sharan Foga

Comments: Preparing for a release is a good way to pull the conmunity together and kickstart nore activity

| PMZ/ Shepherd not es:

SAMOA provides a collection of distributed streanming algorithms for the npst
comon data m ning and nmachi ne | earning tasks such as classification,
clustering, and regression, as well as programmi ng abstractions to devel op
new al gorithnms that run on top of distributed stream processing engi nes

( DSPEs) .

It features a pluggable architecture that allows it to run on several DSPEs
such as Apache Storm Apache S4, and Apache Sanza.

SAMOA has been incubating since 2014-12-15.
Three nost inportant issues to address in the nove towards graduation:

1. Revitalize the project by resum ng devel opnent
2. Enlarge the user base and contributing comunity

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

None
How has the community devel oped since the |ast report?

* Mailing list activity (Septenber 2018 - Novenber 2018):
* @lev: 8 nessages

How has the project devel oped since the |ast report?
* 1 new PRs created
* Working on code for supporting Apache Heron

How woul d you assess the podling's maturity?
Pl ease feel free to add your own conmentary.

] Initial setup

] Working towards first rel ease
x] Communi ty buil ding

1 Nearing graduation

] Oher:

Date of |ast rel ease:
2016-09- 30

Wien were the |ast committers or PPMC nenbers el ected?

January 2018
Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues
that need to be addressed.

Yes, the mentors have been hel pful and responsive.
Si gned- of f - by:

[X] (sampa) Al an Gates

Comment s:
[ 1(sampa) Ashutosh Chauhan



Conment s:

| PMC/ Shepherd not es:

Shar di ngSpher e

Shar di ng- Sphere is an ecosystem of transparent distributed database
m ddl ewar e, focusing on data sharding, distributed transacti on and database
orchestration.

Shar di ngSphere has been incubating since 2018-11-10.
Three nost inportant issues to address in the nove towards graduation:

1. Prepare for the first ASF rel ease.
2. Fix bugs and devel op new features.

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

None.
How has the conmmunity devel oped since the |ast report?

Not bad.

Two committers and PPMC nenbers have been officially invited to the
proj ect.

The conmunity participation has been active, with nultiple problens
brought out and sol ved.

How has the project devel oped since the |ast report?

Two nenbers have been officially invited to the PPMC
We are closer to the first Apache rel ease.

How woul d you assess the podling's maturity?
Pl ease feel free to add your own conmentary.

Initial setup

Working towards first rel ease
Conmmuni ty buil di ng

Nearing graduation

G her:

XX

Date of |ast rel ease:
Not finished for the 1st apache rel ease yet.

Wien were the last committers or PPMC nenbers el ected?
28 Jan 2019

Have your mentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |list any open issues
that need to be addressed.

Si gned- of f - by:

[ x] (shardi ngsphere) Craig L Russell
Conmment s:
[ 1(shardingsphere) Benjamni n H ndnan
Comment s:
[ X] (shardi ngsphere) WIIlem Ni ng Jiang
Comment s: Shardi ngSphere already nmade a first step to get new
committer onboard, it's now working its first Apache rel ease.
[ X] (shardi ngsphere) Von Gosling
Comment s:

| PMC/ Shepherd not es:



SINGA is a distributed deep learning platform
SI NGA has been incubating since 2015-03-17.
Three nost inportant issues to address in the nove towards graduation:

1. Rel ease version 2.0 which was schedul ed in Dec 2018 but has been
del ayed

2. Start the graduation process in about 2-3 nonth

3.

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

N A
How has the community devel oped since the |ast report?

W have a new PPMC menber, Maz, who was a conmtter.
We have a new committer, Wangi Xue.

Nunber of enmmils from Sep to Dec.
56 Dec 2018
22 Jan 2019
22 Feb 2019
15 Mar 2019

How has the project devel oped since the |last report?

W have done the nane search for "Apache Singa"

We enhanced Singa's performance on Intel CPU by calling Intel's MKLDNN
library.

W have updated the website and docunentation to include the instructions
for "How to prepare a rel ease".

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

] Initial setup

] Working towards first rel ease
] Community buil ding

X] Nearing graduation

] Gher:

Date of |ast rel ease:

2018- 06- 06
When were the |ast committers or PPMC nenbers el ected?

2018-12-21
Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues
that need to be addressed.

Si gned- of f - by:

[X] (singa) Alan Gates

Comment s:

[X] (singa) Ted Dunning
Comment s:

[ 1(singa) Thejas Nair
Comment s:

| PMZ Shepherd not es:
Al an Gates: One key question for the project is to determ ne how dependent the
project is on a single group of contributors. This is a key community resilience



factor and shoul d be addressed by the project. This isn't a graduation
preventer ... it is, however, very inportant to solve.

Skywal ki ng

Skywal king i s an APM (application performance nonitor), especially for

m croservice, Cloud Native and container-based architecture systens. Also
known as a distributed tracing system It provides an automatic way to
instrument applications: no need to change any of the source code of the
target application; and an collector with an very high efficiency streaning
nodul e.

SkyWal ki ng has been incubating since 2017-12-08.
Three nost inportant issues to address in the nove towards graduation:

1. I P clearance. [RESOLVED]

3. First ASF rel ease. (SkyWalking 5.0) [RESOLVED]

3. Further ASF culture and processes. [ RESOLVED

4. 5.x rel eases are stable for product, and have 5 open end users, at
| east. [ RESOLVED]

5. Support multiple | anguages agents/ SDKs. [ RESOLVED]

6. Integration with other pupolar OSS systens. Zi pkin data format
supported. [ RESOLVED|

7. Cear Brand issues with other ecosystem projects. [RESOLVED]

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

Have si x Apache rel eases al ready. 5.0.0-al pha, 5.0.0-beta, 5.0.0-beta2,
5.0.0-RC2, 5.0.0-GA, 6.0.0-alpha, 6.0.0-beta, 6.0.0-GA

There are several related projects and GtHub org in SkyWal ki ng
ecosystem before or during project joined the ASF incubator, such as
.net, node.js and php agents, they were using skywal king-* prefix in
proj ect nane and rel eases, which nay cause brand issue.

W have fixed these. Al skywal ki ng-* have been renamed to skyapm*, old
rel eases with skywal ki ng- renoved(nmaybe not necessary).

A d existing GtHub orgs, including OpenSkywal ki ng, OpenSkywal ki ngTest,
Skywal ki ngContri b, have been renanmed to SkyAPM SkyAPMrest or

renmoved( Skywal ki ngContri b).

Anot her brand related issue is “skywal king® in DockerHub, including sonme
bi nary rel eases, which have been renmpbved and noved to ASF Infra

- https://hub. docker. conl r/apache/ skywal ki ng- base

- https://hub. docker. conl r/ apache/ skywal ki ng- oap- server

- https://hub. docker. coni r/ apache/ skywal ki ng- ui

Al of these are only including the approved rel eases.

Al'l known brand issues have been addressed and sol ved. Be good for the
graduat i on.

How has the community devel oped since the |ast report?

1. Skywalking is working with Envoy conmunity, trying to contribute a new
servi ce nesh probe.

2. Lang Li, Yixiong and Jinlin Fu Cao have been voted and joi ned as
committer.

3. Yao Wang and Jian Tan have been voted and joi ned as PPMC

4. There are 92 people to contribute codes to our naein repo. 18 nore than
the last report.

5 Over 60 conpanies have confirned they are using SkyWal ki ng

through issue report, our powered-by page or through our ecosystem pages.

How has the project devel oped since the |ast report?

There has been over 100 commits by nore than 27 contributors in the three
nmont hs.

In 6.1.0(in devel oping) release nilestones, there are 81 issues and pul |
requests sol ved.



SkyWal king 6.0.0-GA is suitable for production.

In 6.0.0-GA rel ease milestones, there are 134 issues and pull requests
sol ved.

In 6.0.0-beta rel ease milestones, there are 153 issues and pull requests
sol ved.

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

] Initial setup

] Working towards first rel ease
] Community buil ding
]
]

X X X X

Nearing graduation
G her:

Date of |ast rel ease:

Jan 29th, 2019 6.0.0-GA
When were the |ast committers or PPMC nenbers el ected?

Jan 29th, 2019
Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues
that need to be addressed.
Si gned- of f - by:

[ 1(skywal king) Luke Han

Comment s:
[X] (skywal king) WIlem N ng Ji ang
Comments: | think skywalking is in a good sharp of graduation by

getting nore and nore devel oper invol ved.
[ X] (skywal ki ng) M ck Semb Wever

Comments: Updated the "Three npbst inportant issues to address in the
nove towards graduation" section, as it had been misread, and the list had
beconme an accumrul ati on of resolved itens.
[ X] (skywal ki ng) |gnasi Barrera

Conment s:

| PMC/ Shepherd not es:

Super set

Superset is an enterprise-ready web application for data exploration, data
vi sual i zati on and dashboardi ng.

Superset has been incubating since 2017-05-21.

Three nost inportant issues to address in the nove towards graduation:
1. Plan and execute our first Apache release. Since the |last report, we
have renoved all questionable third party code fromthe repo, which was a
maj or bl ocker for the source code release, and are ready to begin the work
on the first code rel ease.
2. Address remmining project operations issues. See bel ow

Any issues that the Incubator PMC (I PMS) or ASF Board wi sh/need to be aware
of ?
For project operations, we have made the foll owi ng progress and need the
followi ng support:
* Held a neeting on Decenber 13 with Mentors, PMC, and Conmitters to |learn
nore about the Apache way and clarified ways of contributing and
col | aborating that woul d uphold the principles. The notes fromthis neeting
were shared on the dev list.
* No nore unapproved rel eases. W are working towards our first official
rel ease; see above.
* Trademark: We continue to have challenges here. Qur attenpts to conplete
this task has been unsuccessful and we woul d appreciate nore specific
gui dance.



How has the community devel oped since the |ast report?
* Organic growth of our Gthub contributors (306->343), forks (3974->4300),
wat chers (1157->1170) and stars (22,097->23, 326)

How has the project devel oped since the |ast report?
* Added Christine Chanbers as a new conmitter
* In general, there has been a healthy, constant flow of bug fixes, quality
i mprovenents and new features. Please see project’s commt log on Gthub
for nore details. Sone highlights:

New f eat ures

* Refined | ayout of SQ. Lab.

* Added back-end for tagging system for organization and discovery of
content.

* Added support for custonization of deploynments: feature flags, custom
| ogo.

* Decoupl ed visualizations as plugins that can be added/renpved.

* Omi bar on dashboard page, to enable users to easily switch between
dashboar ds.

* New deck. gl polygon visualization type that accommpdat es aggregat ed
spatial types (zip, geohash, etc.)

Bug fixes, code quality and housekeepi ng

* Al files now include ASF header.

* Alighter, nore accurate events |logger for user interactivities with
timng.

* More translations were added.

* Sped up build tinme and tests on Travis Cl.

* Fixed vulnerabilities from dependencies.

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

] Initial setup

X] Working towards first rel ease
] Conmunity buil ding

] Nearing graduation

] G her:

Date of |ast rel ease:
No official release yet since being voted into Apache
Incubation. (Planning for the first Apache release in @, 2019)

Wien were the last committers or PPMC nenbers el ected?
* Christine Chanbers - Committer (2019-01-06)

Si gned- of f - by:

[ 1(superset) Ashutosh Chauhan

Comment s:
[ 1(superset) Luke Han

Comment s:
[X] (superset) Alan Gates

Comments: Sent emmil to dev list following up on the request for help
with trademark issues. | have been inpressed over the last 3 nonths with
the renewed effort this comunity is putting into | earning and adopting the
Apache Way.

| PMC/ Shepherd not es:

Tamaya is a highly flexible configuration solution based on an nodul ar,
extensi bl e and injectabl e key/val ue based design, which should provide a
m ni mal but extendi ble nbdern and functional APl |everaging SE, ME and EE
envi ronnents.

Tamaya has been incubating since 2014-11-14.

Three nost inportant issues to address in the nove towards graduation:



1. Gowthe PPMC fromthe existing community.
Make anot her Rel ease
3. Blog about Tanmaya

N

Any issues that the Incubator PMC (1 PMC) or ASF Board w sh/need to be
awar e of ?

* We'd like to graduate soon.
How has the community devel oped since the |ast report?

* elected 2 new conmtters and onboarded them
* discussions/we benefited fromthe Gtbox mgration as it makes
contribution nuch easier

How has the project devel oped since the |ast report?

* frequent bugreports and discussions via Jira/nailing |ist

* new external contributions (code inprovenents, Jira issues, OSG
bugfi xes)

* honepage over haul

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.

Initial setup

Working towards first rel ease
Conmmruni ty buil di ng

Nearing graduation

Q her:

XX

Date of |ast rel ease:
2017-05-28 0. 3-incubating
Wien were the last committers or PPMC nenbers el ected?

* 2018-12: Aaron Coburn
* 2018-12: WIIliam Lieurance

Have your nentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |ist any open issues
that need to be addressed.

* As the project needs a wi der audience, nmaybe nmentors with interest in
Tamaya woul d be wel cone.

* Current mentors did not sign-off the report in February and did not
react on mails :-(

Si gned- of f - by:

[X] (tamaya) John D. Ament

Comments: Podling is continuing to struggle. | strongly disagree with
the notion that this project is ready to graduate or nearing readiness. It
has not executed a release in 2 years, Developnent activity has definitely
increased in the past few nonths, and with the addition of 2 new committers
may see nore sustained progress, but we need to ensure that this vitality
conti nues on.
[ 1(tamaya) David Blevins

Conmment s:

| PMC/ Shepherd not es:

Tephra is a systemfor providing globally consistent transactions
on top of Apache HBase and ot her storage engines.

Tephra has been incubating since 2016-03-07.



Two npbst inportant issues to address in the nove towards graduation:

1. Inprove community engagenent
2. Increase adoption

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?

- None at this tine.
How has the community devel oped since the |ast report?

- 1 new JIRA filed since the last report
- 1 new bug created since the last report

How has the project devel oped since the |ast report?
- Working on 0.16.0-incubating rel ease

How woul d you assess the podling's maturity?
Pl ease feel free to add your own conmentary.

] Initial setup

] Working towards first rel ease
x] Communi ty buil ding

1 Nearing graduation

] Oher:

Date of |ast rel ease:

2018-09-04
Wien were the |ast committers or PPMC nenbers el ected?

- None since coming to incubation
Have your mentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |list any open issues
that need to be addressed.

- Mentors are hel pful and responsive
Si gned- of f - by:

[X] (tephra) Al an Gates

Comment s:
[X] (tephra) Janes Tayl or

Conment s:

| PMC/ Shepherd notes:

Trai ni ng

The Training project ains to devel op resources which can be used for
training purposes in various nedia formats, |anguages and for various Apache
and non- Apache target projects.

Trai ni ng has been incubating since 2019-02-21.

Three nost inportant issues to address in the nove towards graduation:
1. Agree upon underlying technol ogy stack and architecture for training
cont ent
2. Develop first training topic contents

3. Set up our contribution process

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?



- no critical issues at this point in tine
How has the community devel oped since the |ast report?

- The project has been set up recently, so there is an initial

activation/ devel opnent towards a community.

- The dev mailing list is active. Total nunber of posts in February were 112
and in March so far (5 March) already 50. Total nunber of

subscribers is 25.

How has the project devel oped since the |ast report?
- This is our first report

- The scope of the project deliverables,
core procedures, details regarding website,
and code managenent are under discussion.

How woul d you assess the podling's maturity?
Pl ease feel free to add your own commentary.
x] Initial setup

] Working towards first rel ease
1 Community building

] Nearing graduation

] Gher:

Date of |ast rel ease:

n. a.
Wien were the |ast committers or PPMC nenbers el ected?

n. a.
Have your nmentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |list any open issues
that need to be addressed.
Si gned- of f - by:

[X] (training) Justin Ml ean

Comments: Of to a good start.
[x](training) Craig Russell

Comment s:

[X](training) Christofer Dutz
Comment s:

[X] (training) Lars Francke
Comment s:

| PMC/ Shepherd notes:

Zipkin is a distributed tracing system It helps gather timng data needed
to troubl eshoot |atency problens in microservice architectures.

Zi pkin has been incubating since 2018-08-29.
Three nost inportant issues to address in the nove towards graduation:

1. Finalize the first release of the Apache Zipkin (incubating) for
Apache Kar af

2. Mgrate other repositories to ASF G thub organization

3. Work towards rel easing nore Apache Zipkin (incubating) conponents once
mgration is conpleted

Any issues that the Incubator PMC (I PMC) or ASF Board wi sh/need to be
awar e of ?



The first rel ease was very challenging. The Zi pkin community found The
Apache | ncubator established practices to be somewhat hostile and
unwel coming for the newconmers. The community felt frustration and
denotivation to the the point that the issues had been raised for the
attention of the board.

How has the community devel oped since the |ast report?

A lot of work has been done to get the first rel ease out, by all neans
a great achieverment. The team and community is |ooking forward to see
the positive changes within Apache Incubator with respect to the

f eedback provi ded.

How has the project devel oped since the |ast report?

The team has nastered the Apache CI/CD infrastructure and was able to
quickly do the switch over for the first migrated repository. Al so, the
team better understands how the incubation process works and what to
wat ch for.

How woul d you assess the podling's maturity?
Pl ease feel free to add your own conmentary.

Initial setup

Working towards first rel ease
Conmmuni ty buil di ng

Nearing graduation

G her:

XX

Date of |ast rel ease:
2019- 02- 26

Wien were the |ast committers or PPMC nenbers el ected?
2019- 02- 26

Have your mentors been hel pful and responsive or are things falling
through the cracks? In the latter case, please |list any open issues
that need to be addressed.

Si gned- of f - by:

[ X] (zi pkin) Mchael Senmb Wever
Comment s:

[ X] (zi pkin) John D. Ament
Comment s:

[X] (zipkin) WIlem N ng Jiang
Comment s:

[X] (zi pkin) Andriy Redko
Comment s:

[ x] (zi pkin) Sheng Wi
Conmment s:

| PMC/ Shepherd not es:
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